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Abstract: Avatars, as virtual humans possessing realistic faces, are increasingly used 
for social and economic interaction on the Internet. Research has already determined 
that avatar-based communication may increase perceived interpersonal trust in anony-
mous online environments. Despite this trust-inducing potential of avatars, however, we 
hypothesize that in trust situations, people will perceive human faces differently than 
they will perceive avatar faces. This prediction is based on evolution theory, because 
throughout human history the majority of interaction among people has taken place 
in face-to-face settings. Therefore, unlike perception of an avatar face, perception of 
a human face and the related trustworthiness discrimination abilities must be part of 
the genetic makeup of humans. Against this background, we conducted a functional 
magnetic resonance imaging experiment based on a multiround trust game to gain 
insight into the differences and similarities of interactions between humans versus 
human interaction with avatars. Our results indicate that (1) people are better able to 
predict the trustworthiness of humans than the trustworthiness of avatars; (2) deci-
sion making about whether or not to trust another actor activates the medial frontal 
cortex significantly more during interaction with humans, if compared to interaction 
with avatars; this brain area is of paramount importance for the prediction of other 
individuals’ thoughts and intentions (mentalizing), a notably important ability in trust 
situations; and (3) the trustworthiness learning rate is similar, whether interacting with 
humans or avatars. Thus, the major implication of this study is that although interac-
tion on the Internet may have benefits, the lack of real human faces in communication 
may serve to reduce these benefits, in turn leading to reduced levels of collaboration 
effectiveness.

Key words and phrases: agent, avatar, brain, cognitive neuroscience, evolutionary 
psychology, evolution theory, functional magnetic resonance imaging (fMRI), medial 
frontal cortex (MFC), mentalizing, NeuroIS, theory-of-mind (TOM).

Determining who can be trusted and who cannot has been crucial since the days 
of ancient civilizations. From the time of the emergence of early hominids such as 
Australopithecus afarensis, some 3.5 million years ago, until the recent past, trust in 
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individuals who turned out not to be trustworthy could result in loss, or even death [21, 
68]. Thus, it is critical for humans to possess distinctive trustworthiness prediction 
abilities. Attention to another person’s face in a trust situation is of particular importance 
because the human face has been shown to allow one individual to predict another’s 
emotional state, intention, and behavior (e.g., [33, 57]). This predictive function has 
demonstrated application to trustworthiness [116, 121, 122]. Thus, all other things 
being equal, the inability to see another person’s face creates more difficulty for 
predicting the other individual’s trustworthiness than there would be in a situation in 
which facial information is available.

Biological anthropologists (e.g., [14, 20]) report that face-to-face interaction has 
been the main communication medium for more than 99 percent of human history 
(i.e., since the emergence of the first hominids). It follows, then, that application of 
Darwin’s theory of evolution [23] would suggest that the human trait of processing 
facial information, and the related prediction abilities, must be part of the genetic 
makeup of humans—a notion that is widely supported in the scientific literature [21, 
23, 121]. For example, Kock and Hantula, who pioneered the introduction of evolu-
tion theory into social science disciplines such as organization science, information 
systems (IS) research, and economics, wrote: “The most likely scenario is that our 
brain has been primarily designed to excel in co-located communication, especially 
where face-to-face interaction takes place” [65, p. iii]. Similarly, Kock argued that 
“our brain has likely been to a large extent hardwired [i.e., genetically predetermined] 
for co-located and synchronous communication employing facial expressions” [60, 
p. 120]. As direct support for these statements, scientific evidence shows that newborns 
react to human faces in the first hours of life [48]. Clearly, such behavior signifies that 
the ability to perceive individual faces is innate, and not learned.

The intrinsic human preference toward face-to-face interaction suggests that indi-
viduals would not be predisposed to communicate through electronic methods (e.g., 
e‑mail or text-based Internet chat). Evidence based on empirical research supports this 
view (see, e.g., the works reviewed in [59, 61]). The theoretical arguments underlying 
this idea, as well as the implications, are summarized under the media naturalness 
proposition [59], which Kock later refers to as the media naturalness hypothesis [60] 
and the media naturalness theory [61]. In essence, this theoretical framework defines 
the mismatch that exists between the characteristics of face-to-face interaction (which 
is the benchmark, due to its 100 percent naturalness) and the characteristics of other 
forms of communication (e.g., e‑mail) as independent variables, whereas cognitive 
effort, communication ambiguity, and physiological arousal are defined as dependent 
variables.

The degree of naturalness of a communication medium can be evaluated based on 
the degree to which it incorporates the characteristics of face-to-face interaction [59, 
61]. The primary conditions for assessing the level of naturalness include (1)  two 
communicating people share the same context, and they are able to see and hear each 
other, (2) individuals can quickly (i.e., in real time) exchange communicative stimuli, 
(3) the situation provides the ability to both convey and observe facial expressions, 
(4) to convey and observe body language, and (5) to convey and listen to speech. The 
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theory predicts that a decrease in the degree of naturalness (i.e., a higher degree of mis-
match) results in three major effects regarding a communications process: (1) increased 
cognitive effort, (2) increased ambiguity, and (3) decreased physiological arousal (in 
terms of excitement). Importantly, a low degree of naturalness can negatively affect 
satisfaction, performance, and productivity in a number of collaborative tasks (e.g., 
customer support of an online service firm), although in computer-mediated environ-
ments humans also have the ability to compensate for lower degrees in naturalness—an 
ability known as compensatory adaptation (e.g., [59]).

To date, both conceptual and empirical articles have investigated the relationship 
between face-to-face interaction and a number of communications media (see, e.g., 
research reviewed in [59, 61]). These investigations include e‑mail, text-based Internet 
chat, as well as audio- and videoconferencing. Despite the insights generated by the 
extensive number of articles investigating these more traditional communications 
media, our study adds significantly to the extant literature through our focus on the 
medium of avatars, which has gained considerable momentum in use over the past 
few years, but has not been explored in this regard in the literature.

In human–computer interaction, the term avatar is used “as a label for digital 
representations of humans in online or virtual environments” [6, p. 64]. Typically, 
avatars are virtual humans that possess realistic faces [29], a fact that is confirmed in 
several studies published in the IS literature (e.g., [25, 86, 112]). Among the many 
applications for avatars, both in practical function and as entertainment (e.g., virtual 
conferences [7], e‑learning [34], shopping in virtual malls [73], instant messaging [43], 
and product innovation [66]), such characters are increasingly used for interactions 
among humans on the Internet [7, 82]. Against this background, avatars are a ubiq-
uitous phenomenon in today’s computerized world, and are important in both private 
and organizational contexts (e.g., Second Life, World of Warcraft). Because attention 
to a realistic portrayal of a human face is of particular importance for trust percep-
tions [117], it has been theorized that the use of avatars may positively affect trust 
perceptions in computer-mediated interactions, thereby mitigating uncertainty percep-
tions that are afforded by the anonymity of the Internet. In fact, previous research [12] 
found that avatar-based communication increases perceived interpersonal trust, relative 
to the more traditional communications media such as text chat, although an avatar’s 
face does not need to resemble a computer user’s real face because it can be chosen 
freely [87]. Importantly, technologies exist that capture a user’s facial expressions via 
a camera in order to transmit them in real time to the avatar’s face (e.g., [120]). Thus, 
actual facial expressions are transmitted into the virtual world, blurring the boundaries 
between the real world and cyberspace.

Despite the potential for avatars to induce trust through facial expression, however, 
evolution theory would suggest that a human face is perceived differently when 
compared to an avatar face [21, 23, 90, 121], and this is expected to hold true even 
in a static context (i.e., presentation of pictures of human or avatar faces rather than 
animations) (e.g., [77, 85, 116, 122]). For human faces, studies indicate that a judgment 
of reliable trustworthiness can be formed after an exposure time of 100 milliseconds 
(ms) [121], and because such times are not sufficient for saccadic eye movements, 
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trustworthiness judgments are usually “single glance” impressions [116]. The automatic 
quality of processing trust judgments suggests that information-processing traits are 
hardwired (e.g., [59]), which allows the concept of the genetic nature of processing 
facial information to be extended to trust perceptions.

Against this background, we specifically address three research questions:

RQ1: Do differences in trustworthiness discrimination abilities exist, dependent 
on whether the interaction partner is human or is an avatar?

RQ2: If so, are these behavioral differences associated with neural differences?

RQ3: Are there differences in learning of trustworthiness in interaction with 
humans versus avatars?

The remainder of this paper is structured as follows. In the next section, we present a 
discussion of the theoretical concepts that are related to our research questions. Based 
on this discussion, we derive three hypotheses. Specifically, we discuss concepts from 
evolution theory (H1), brain imaging results from social and cognitive neuroscience 
(H2), and from brain plasticity theory (H3). Subsequently, we describe the methods 
that we used to test the hypotheses. An outline of the research results precedes a gen-
eral discussion of the results. Moreover, we detail our specific contribution to the IS 
literature. Afterward, we outline limitations of our study as well as possible avenues 
for future research. Finally, we provide concluding comments.

Theories and Hypotheses

Evolution Theory

Darwin’s theory of evolution explains that the human species evolved through 
natural selection, a process spanning from at least thousands to as much as millions 
of years, and in which random mutations are introduced in the genetic makeup of off-
spring, leading to traits that may increase, or may decrease, chances for survival [23, 
60]. Those genetic mutations supporting mating and survival are then passed on to 
offspring, until the mutations become established as species-wide traits. The extremely 
long neck and legs of the giraffe, for example, are the outcome of such an evolutionary 
process, because these traits increased foraging abilities in savannah environments (e.g., 
reaching leaves at the top of trees), thereby increasing the fitness of this species (i.e., 
the number of surviving offspring). Similarly, perceiving human facial information in 
order to predict another person’s trustworthiness is a trait that has evolved over time, 
increasing the fitness in environments in which social interaction takes place face to 
face. Because this trait is generally found in all healthy individuals independent of 
cultural background, it can be considered as a universal human trait (for details, see 
Appendix E in [61]).

The universality of the ability to use facial information to predict trustworthiness 
cannot be automatically extended to avatars. Because these virtual humans have 
existed for only a few decades, the time period is much too short to lead to behavior-
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ally relevant changes in the human genotype [14, 20, 65]. Drawing on knowledge 
from evolution theory, the field of evolutionary psychology has been developing since 
the 1980s (e.g., [16, 20, 72]), and has been shown to provide significant “fresh new 
insights” for IS theorizing [61, p. 395]. In essence, evolutionary psychology posits 
that a large number of modern brain functions evolved after the emergence of the first 
hominids, and that these functions, often in an unconscious fashion, significantly affect 
behavior in the modern world. Relevant contributions to the literature on the potential 
of evolutionary psychology for IS research include Abraham et al. [1], Kock [62], and 
Kock and Chatelain-Jardón [64].

The following section briefly explains the functioning of evolutionary psychology 
theorizing in relation to the focus of this work—the information-processing trait 
that has evolved to become what we refer to as “face perception.” The explanation is 
conceptually summarized in Figure 1.

As illustrated at the bottom of Figure 1, genotype influences brain activity. This 
influence is mediated by the impact of genes on brain structure (e.g., gray matter 
density), neurotransmitter systems, and other biological mechanisms, because physiol-
ogy such as brain structure affects both the probability and magnitude of activity in a 
specific brain area (e.g., [78, 114]). A specific brain activity pattern is, in turn, related 
to a specific information-processing trait. The present study focuses on the important 
trait of “face perception.”

From the foundation of evolution theory, it is logical to conclude that an information-
processing trait is related to task performance. For example, specific brain modules that 
direct attention to human faces, and that process facial information, have evolved over 
time [51, 53], because this has turned out to be advantageous for predicting another 
individual’s trustworthiness in face-to-face settings. Several parts of the human brain 
play a crucial role in face perception, such as the pulvinar, inferior occipital gyrus 
(occipital face area), middle fusiform gyrus (fusiform face area), posterior superior 
temporal sulcus, amygdala, and anterior infero-temporal cortex (e.g., [18, 51, 53, 104, 
119]). Importantly, research on localized brain damage (lesion studies) indicates that 
damage in the above-mentioned areas is often related to prosopagnosia [15], a disorder 
in which the ability to recognize faces is impaired, while general cognitive functioning 
(e.g., decision making) and other aspects of visual processing (e.g., object discrimina-
tion) remain intact [104]. This evidence from two streams of research (brain imaging 
and lesion studies) supports the conclusion that cognitive neuroscience research has 
developed a substantial knowledge base on the neural foundations of face process-
ing. Moreover, an experiment with both humans and monkeys as subjects shows that 
primates, in general, “possess the remarkable ability to differentiate faces of group 
members and to extract relevant information about the individual directly from the 
face” [22, p. 2973]. This result strongly supports the idea that face perception can 
be discussed appropriately from an evolutionary perspective, and substantiates the 
theoretical foundation of the present paper.

The human species, intriguingly, developed a complex system of facial muscles (22 
on each side of the face) that allows humans to generate more than 6,000 expressions 
for communicating thoughts and feelings [8, 58, p. 10, 60, p. 120, 81]. Trustworthi-
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ness discrimination abilities, based on encoded facial information, are thought to 
have increased survival success and mating success, increasing the likelihood that 
the behavior trait would be replicated in the succeeding generation, with a positive 
effect on fitness as a result.

Moreover, Figure 1 demonstrates that the influence of genotype on the brain has been 
affected by the ancient development environment in its broadest sense, ranging from 
nutrition to social conditions [61]. In general, there is agreement among scientists that 
most traits that are significantly affected by genetic makeup, including those related 
to face-to-face communication, need interaction with the environment to become 
completely developed (e.g., [17, 59]), a phenomenon referred to as epigenetic. With 
respect to the ability to perceive individual human faces, for example, early visual 
input (e.g., during the first few months of life) is a necessary precondition for the 

Figure 1. Evolution of Information Processing Trait by Natural Selection

Source: Based on Kock [61, p. 398]. 

Notes: Complementary to the original theorizing, we added the element “brain activity,” 
thereby signifying that the influence of genotype on a specific information processing trait is 
mediated by activity in specific brain areas (e.g., [50]). Moreover, we added another element 
illustrating that the influence of genotype on brain activity is mediated by brain structure (e.g., 
gray matter density), neurotransmitter systems (i.e., chemicals that transmit signals from a neu-
ron to another one across a synapse), and other neurobiological mechanisms (e.g., [78, 114]). 
Also, we have added both the information processing trait “face perception,” and the corre-
sponding ancient task performance, namely trustworthiness discrimination abilities. Altogether, 
this figure conceptually integrates the brain, as well as the specific topic of this article—face 
trustworthiness—into evolutionary psychology theorizing.
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normal development of neural mechanisms that will later specialize to support the 
processing of faces [74].

Furthermore, as is illustrated in Figure 1, the ancient task environment moderates 
the influence of an information-processing trait on task performance [61]. Because 
the ancient task environment was characterized by the nonexistence of technology 
for communication during almost 100 percent of human history (written communi-
cation emerged as recently as approximately 5,000 years ago, and electronic forms 
of communication were not invented until the very recent past), attention to human 
faces and understanding facial features has been indispensable for effective com-
munication and for survival until the recent past. Understandably, millions of years 
of exercise in face-to-face interaction would have resulted in elevated abilities to use 
facial information to discriminate between trustworthy and untrustworthy actors. In 
contrast, if humans had interacted only by way of technologies such as telephone or 
text chat that suppress facial information (task environment), perceptive reading of the 
human face (information processing trait) would not likely have developed significant 
trustworthiness discrimination abilities (task performance).

Against the background discussion herein, and through an application of evolution 
theory and evolutionary psychology, we derive the following hypothesis:

Hypothesis 1: Based on facial information, people are better able to predict the 
trustworthiness of humans than the trustworthiness of avatars.

H1 pertains to the behavioral level of analysis. However, because all human behavior 
is—at least partly—determined by biological factors, in particular those related to 
genes and the brain (e.g., [17]), there is reason to assume that behavioral differences 
are accompanied by neurobiological differences.

Trust, Mentalizing, and the Medial Frontal Cortex

The concept of NeuroIS, recently introduced in the IS literature, describes the idea of 
applying neuroscience theories, methods, and tools in IS research [27]. Among other 
contributions (e.g., [27, 28, 97, 100, 102, 118]), this new research field is expected 
to add to the development of new theories that make possible accurate predictions of 
behavioral responses to information technology (IT) [102]. Such new theories seek to 
integrate the behavioral and biological levels of analysis, thereby leading to a deeper 
understanding of IS phenomena. Specifically, functional magnetic resonance imaging 
(fMRI) studies have demonstrated that brain activation patterns have the power to 
explain differences in behavior toward IT artifacts (e.g., [11, 26, 99]).

In this context, we would expect that the behavioral difference specified in H1 is 
accompanied by activation differences in specific brain areas. Parts of the medial frontal 
cortex (MFC), in particular, have been identified as crucial brain regions for the neural 
implementation of trustworthiness predictions (e.g.,  [71, 79]). Specific brain areas 
within the MFC, which correspond approximately to Brodmann areas (BAs) 9, 10, 
24, and 32, facilitate neural implementation of mentalizing, a human ability to infer 
the internal states of other actors (e.g., intentions) in order to predict their personality 
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traits and behavior (see, e.g., the following reviews on the importance of the MFC for 
mentalizing: [2, 4, 40, 42, 44]).

In the scientific literature, the concept of mentalizing is also referred to as the theory-
of-mind [41, 91, 109]. In general, mentalizing is a fundamental cognitive process in 
trust situations because the decision to trust involves thinking about an interaction 
partner’s intentions to infer his or her trustworthiness. Fehr confirms this view: “Since 
trust decisions are also likely to involve perspective-taking, they should also activate 
areas implicated in theory-of-mind tasks” [37, p. 228]. A recent review of the literature 
on the biology of trust [98] identifies the concept of mentalizing and the correspond-
ing MFC activations as significant determinants of human trust behavior. Importantly, 
this review integrates research from various scientific fields such as neuroeconomics, 
social neuroscience, and NeuroIS, which supports the theory that mentalizing and MFC 
activations are fundamental in trust situations across many different contexts.

Based on results of a brain imaging experiment in which participants had to judge 
human faces regarding their trustworthiness, Winston et al. conclude that “social judg-
ments about faces reflect a combination of brain responses that are stimulus driven . . . and 
driven by processes relating to inferences concerning the intentionality of others” [122, 
p. 281]. Similarly, Frith and Frith argue that “faces, in particular, are an important source 
of information about their inner states. For example, there is agreement about what a 
trustworthy person looks like” [40, p. 531]. Finally, a review on the neurobiological 
foundations of mentalizing indicates that “[i]n the case of knowledge of other minds, 
we appear to begin with . . . perception of a face” [3, p. 696]. These studies suggest that 
the human face provides rich information for predicting another individual’s intentions 
and behavior. Considering that face-to-face interaction has been the major communi-
cations mode for the majority of human history, a specific trait for processing human 
facial information and corresponding trustworthiness prediction abilities must be part 
of the human genetic makeup. A number of other scholars share this view; they also 
regard trust and mentalizing as “evolved capacities” (e.g., [38, p. 277, 115, p. 201]). 
With respect to possible explanations of why such perception of human faces constitutes 
a basic instinct—and as a complement to the fact that trust in untrustworthy humans 
could have directly resulted in death—scholars have offered explanations related to the 
effectiveness of social functioning (for details, see [32, 95, p. 65]).

Building on the brain imaging research presented in this section, and extended by the 
knowledge that brain activation mediates the influence of genes on behavior (e.g., [17, 
50]), we derive the following hypothesis:

Hypothesis 2: When determining whether or not to trust another actor, decision 
making activates the MFC more during interaction with humans, if compared to 
interaction with avatars.

Brain Plasticity Theory

So far, we have argued that because the ability to accurately assess another person’s 
trustworthiness on the basis of facial information has increased survival probability 
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over the course of millennia, the human brain has been shaped by that evolution 
process. However, as explained by scholars in various disciplines such as biology, 
psychology, and neuroscience (for a review of sources, see [59, p. 336]), evolution 
not only has given the human species a genetic makeup with a predetermined set of 
instincts (such as trustworthiness discrimination abilities based on face perception), 
but has also equipped humans with a “plastic” brain. Plasticity of the brain refers to 
its ability to change structure and function [67]. Obviously, this general character-
istic of the brain is advantageous for survival, thereby increasing fitness. Learning 
and memory, as well as experience, are concepts that are inseparably associated with 
brain plasticity, because they imply changes in dendritic length, synapse formation, 
and metabolic activity, among other modifications [69]. Such neurobiological changes 
often lead to changes in behavior [67].

The ability of the human species to develop new schemas in the brain pertains to 
most types of schemas, including those related to computer-mediated communica-
tion  [59]. Against this background, it is no surprise that predictions of behavioral 
theories about electronic forms of communication are consistent with predictions 
based on brain plasticity theory. Kock, for example, explains that channel expansion 
theory [19] “is compatible with brain plasticity” [59, p. 336]. This theory is in line 
with the prediction that continued use of an unnatural communication medium (e.g., 
avatar-based interaction) may, over time, result in learning processes. Such processes 
may, importantly, lead to lower levels of communication ambiguity, a characteristic 
that is usually associated with face-to-face communication but is not typically associ-
ated with interaction without real facial information.

In this context, Kock coined the phrase “cognitive adaptation proposition”  [59, 
p. 336]. To illustrate the concept (in a later study), Kock cited Carlson and Zmud [19, 
p. 157] on the example of e‑mail: “As individuals develop experience communicating 
with others using a specific channel, such as e‑mail, they may develop a knowledge 
base for more adroitly applying this communication channel. . . . [U]sers may become 
aware of how to craft messages to convey differing levels of formality or of how 
to use channel-specific metalanguage to communicate subtleties. Similarly, these 
individuals are also likely to interpret messages received on this channel more richly 
because they can interpret an increasing variety of cues” [61, p. 410]. This statement 
supports a clear understanding that schemas that are not in the human genetic makeup, 
but can be learned through direct experience, may affect behavior to a considerable 
degree. Kock and Hantula even suggest that, due to brain plasticity, electronic forms 
of communication may become “second nature” [65, p. iii]. Similarly, Schlicht et al., 
investigating trustworthiness perceptions of opponents’ faces while playing poker, 
argue for the importance of learning mechanisms: “Once rapid impressions have 
been formed, beliefs can later be updated by direct experience with the individual, to 
develop a new estimate that will be used going forward” [106, p. 1].

In general, scholars (e.g., [68, pp. 718–746]) indicate that learning is always accom-
panied by changes in the nervous system. Consequently, learning can be studied at 
various analytical levels, ranging from observable behavioral changes to alterations 
in molecular structure. Applying the context of brain plasticity theory, we derive the 
following hypothesis, which pertains to the behavioral level of analysis:
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Hypothesis 3: In a trust situation, people’s learning rate of trustworthiness is 
similar, whether interacting with humans or avatars.

Methods

Tasks and Measurement

In order to test our hypotheses, we used a modified version of the original trust 
game [13], a multiround trust game in which an investor has an initial endowment. 
The investor first decides whether to keep her or his endowment, or to send it to the 
trustee. Then the trustee observes the investor’s action (i.e., sending or not sending) 
and decides whether to keep the amount received or to share it with the investor. The 
experimenter multiplies the investor’s transfer by some factor, so that both players are 
advantaged, collectively, if the investor transfers money and the trustee sends back 
a part of it. As a behavioral measure for trust we used the decision of the investor to 
send money, and as a behavioral measure for trustworthiness we used the trustee’s 
decision of whether or not to return money [36].

The trust game has been used as an experimental paradigm in a number of investiga-
tions, particularly in studies on the neurobiological foundations of trust (for a review, 
see [98]). Moreover, this game has recently been described as an appropriate task for 
the study of mentalizing in trust situations within brain imaging environments. Sripada 
et al. wrote: “The medial prefrontal cortex has been implicated as a key brain region 
that implements mentalizing during the social interactions [and] the ‘trust game’ 
serves as a potent probe of mentalizing abilities because it sets up the need to make 
inferences about the mental state of others. . . . Therefore, functional neuroimaging of 
the trust game . . . may shed light on a novel behavioral and neural mechanism” [111, 
p. 984]. Thus, the trust game, if used in an fMRI environment, is a suitable task for 
investigating both H1 and H2.

In a research agenda addressing trust in online environments, Gefen et al. wrote that 
“[t]rust develops gradually as people interact with each other. . . . [T]herefore it is also 
important to study the longitudinal effects of trust on transaction decisions and other 
behavioral outcomes” [46, p. 277]. The trust game can be played either on a one-shot 
basis or as a multiround version. In the latter case, two actors play against each other 
multiple times (e.g., ten consecutive rounds; [55]). As a result of this extended inter-
action, the longitudinal nature of trust is accentuated and players can learn about the 
behavior of the other actor. We used such a multiround version of the game, as this is 
a precondition for the investigation of H3.

Stimulus Material

In our trust game experiment, the participants played the role of investor against both 
humans and avatars in the role of trustee. The objective of the stimulus selection was 
therefore to identify a number of human and avatar faces for the fMRI study. Ultimately, 
both the human and avatar groups comprised four faces with a high degree of trustwor-
thiness and four faces with a low degree of trustworthiness (examples are provided in 
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Figure 2). The complete set of 16 faces used in our fMRI study is available in Riedl et 
al. [101], as is detailed information on the stimulus material selection process.

Subjects

For the main study, we selected 11 male and 8 female subjects (none of whom had 
participated in the stimulus selection pretest). All of the subjects were healthy and 
reported no history of neurological or psychiatric diseases. The mean age of the subjects 
was 31.83 years. One subject (female) had to be excluded from further analyses, as 
she indicated after the fMRI session that she was afraid while in the fMRI machine, 
and as a result was not really thinking of the assigned task. Therefore, the sample 
size underlying our data analysis is N = 18. All of the participants were familiar with 
the Internet and had been using it for many years (mean = 10.77, SD [standard devia-
tion] = 3.40, minimum = 4, maximum = 18). By design, our investigation is focused 
on experienced computer and Internet users rather than novices. All of the participants 
were paid for their participation, and gave written informed consent. The study was 

Figure 2. Structure and Payoff Matrix of the Trust Game

Notes: The upper value in the square brackets indicates the investor’s payoff, and the lower 
value shows the trustee’s payoff. Participants played against eight humans and eight avatars 
in the fMRI study. The human and avatar groups were matched for pre-rated trustworthiness 
based on facial appearance, and for behavioral trustworthiness (i.e., the number of rounds in 
the trust game in which money was returned). We used four trustworthy humans (see, e.g., 
Face A) and four untrustworthy humans (e.g., Face B), as well as four trustworthy avatars 
(e.g., Face C) and four untrustworthy avatars (e.g., Face D). All humans and avatars had 
a direct gaze, as illustrated in the four example faces. Both the human and avatar groups 
consisted of four males (two trustworthy and untrustworthy ones) and four females (two 
trustworthy and untrustworthy ones). The complete set of 16 faces used in our fMRI study is 
available elsewhere [101].
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approved by the Freiburg Ethics Commission International (FECI), Germany. Further 
details on the subjects’ characteristics are described elsewhere [101].

Experimental Procedure and Stimulus Presentation

In our experiment, the participants played the trust game in the role of the investor 
against (1) humans and (2) avatars (both playing in the role of trustee, see Figure 2). 
Our game, therefore, mimics a typical interaction in both social and economic 
exchange relationships, both in bricks-and-mortar environments (human condition) 
and in computer and online environments (avatar condition). The participants were 
told in advance that their playing partners (i.e., the trustees) would not be responsive 
to their playing strategies. We did stress, however, that each trustee has a specific 
character that determines his or her trustworthiness. Half the trustees, both humans 
and avatars, were predetermined by the experimenters to be relatively trustworthy, 
whereas the other half were predetermined as relatively untrustworthy. Trustworthy 
actors returned €30 in seven out of ten rounds, whereas untrustworthy actors returned 
€30 in only three rounds. Apart from their facial appearance, the participants had no 
information regarding the trustees.

In each round of the game, the participants were asked whether they wanted to keep 
their initial endowment of €10 (≈ $13 at the time the experiment was conducted), or 
whether they wanted to give it to the trustee whose face was presented to them. In the 
case of giving the €10 to the trustee, the amount was multiplied by six (resulting in €60), 
which the trustee could then either keep, or split (i.e., return €30 to the participant). 
The participants played ten rounds of the game with each trustee, with three seconds 
in each round to make the investment decision (= Decision phase; see Figure 2); note 
that decision times of one to three seconds are sufficient to make economic decisions 
in an fMRI environment (e.g., [122]). After a variable time (varied based on a Poisson 
distribution) in which a blank screen with a fixation cross in the middle was presented, 
the trustee’s face and the decision was visually presented for two seconds (= Outcome 
phase; see Figure 2). Before the first round, after the fifth round, and after the tenth 
round, the participants were asked to rate the trustworthiness of the trustee, which was 
operationalized as the probability that the trustee, in the case of being given money, 
would behave in a trustworthy manner (i.e., returning €30).

We used the program Presentation (Neurobehavioral Systems, Albany, CA) to pres-
ent the stimuli in the MRI-scanner (3T Siemens Tim Trio, Erlangen, Germany) and to 
record the responses on a laptop computer with Windows XP as the operating system. 
Visual stimuli were presented using video goggles. Details about data collection and 
analysis are provided in the Appendix.

Results

Before we tested H1, and without making a distinction between trustworthy and 
untrustworthy actors, we analyzed whether or not the participants differ in their 
decisions to trust (i.e., to invest their initial endowment of €10) when playing against 
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humans or avatars. In essence, we found that the participants showed considerable 
trust behavior, independent of playing against humans or avatars (average trust in the 
human condition: in 52 of 80 games, SD = 11.55; average trust in the avatar condition: 
in 51.39 of 80 games, SD = 13.57). There was no significant difference between the 
number of decisions to trust in the human and avatar conditions (t = 0.445, df [degrees 
of freedom] = 17, p = 0.662).

Hypothesis 1

In both the human and avatar groups, discrimination between trustworthy and 
untrustworthy actors revealed a significant difference in trustworthiness prediction 
ability, as was predicted in H1. We used the trustworthiness evaluations of the pretest 
(see [101]) as a benchmark (an established procedure in neuroscience face evalua-
tion studies [105, p. 2]). Similar to the results of the pretest, we found a significant 
(p < 0.1) difference between high and low trust faces in the fMRI trustworthiness 
ratings, indicating a positive manipulation check.

While we found no significant difference in the participants’ decisions to trust 
when playing against trustworthy versus untrustworthy avatars (25.89 versus 25.50, 
t = 0.408, df = 17, p = 0.689), we identified a significant difference when playing 
against trustworthy versus untrustworthy humans (27.61 versus 24.39, t = 3.502, 
df = 17, p = 0.003). The difference between the difference values of the number of 
decisions to trust humans, trustworthy versus untrustworthy (∆ 3.23), and to trust ava-
tars, trustworthy versus untrustworthy (∆ 0.38), is statistically significant (t = 2.536, 
df = 17, p = 0.021). Thus, the participants trusted untrustworthy avatars to a similar 
degree as they trusted trustworthy avatars. In the human group, importantly, we could 
not observe this disadvantageous behavior. Our results therefore indicate that people 
are better able to predict the trustworthiness of humans than the trustworthiness of 
avatars. This finding confirms H1.

Hypothesis 2

In the present experiment, we focus on the investigation of brain activation dur-
ing the Decision phase (see Figure 2); that is, we analyzed brain activation during 
the presentation of the trustees’ faces. In this phase, the participants had to decide 
whether or not to send their initial endowment of €10 to the trustee.

We found that activation in the dorsomedial prefrontal cortex (DMPFC), the 
rostral part of the anterior cingulate cortex (rACC), and the ventromedial prefrontal 
cortex (VMPFC) was significantly higher in the human condition compared to the 
avatar condition (z > 3.09; cluster size > 25; see Figure 3 and Table 1). These three 
brain regions correspond approximately to BAs 9, 10, 24, and 32, and they have 
been summarized under the label “MFC,” a brain structure that plays a significant 
role in the neural implementation of mentalizing [2, 4, 40, 42, 44]. This finding 
confirms H2.
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Hypothesis 3

In order to understand the participants’ trust learning process, particularly their 
learning rates, we modeled the perceived trustworthiness of the trustees on a round-
by-round basis. The underlying assumption of this approach is that perceived 
trustworthiness of a trustee is based on the facial appearance before the first round 
begins, and is adjusted based on its behavioral trustworthiness during the subsequent 
rounds of the game. Importantly, recent empirical evidence provides support for this 
assumption [105].

We assume that perceived trustworthiness is reflected in the subjective probability 
that a trustee will be trustworthy (i.e., will return €30) when a participant invests 
the initial endowment of €10. Moreover, a participant typically selects the gaming 
strategy that offers a higher expected value. The expected value of keeping the initial 
endowment of €10 is €10, because the probability for this gain is 100 percent in our 
game (see Figure 2, left path). The expected value of investing the endowment of 
€10 is equal to the product of a trustee’s perceived trustworthiness and the possible 
payoff of €30. Hence, the trust decision depends only on the perceived trustworthi-
ness (see Figure 2, right path).

During the ten rounds of interaction with a specific trustee, trustworthiness is 
expected to be updated on the basis of that trustee’s behavior. In this paper, we model 
the updating process with a reinforcement learning model [9, 10, 96, 113]. Such a 
model generally assumes that after the decision has been made for one alternative, a 
received reward R(t) at time t is compared to an expected value EV(t), with the devia-
tion d formalized as prediction error PE: d(t) = R(t) – EV(t). A reinforcement learning 
model assumes that learning is driven by these deviations; hence, a PE is used to update 
EV(t), allowing the optimization of reward predictions. The influence of a specific PE 
on EV(t) regarding the next trust decision is determined by the learning rate.

Figure 3. Brain Activation Results (Sagittal Cut)

Notes: Brain activation in the Decision phase (fMRI contrast: human–avatar). The reverse 
contrast (avatar–human) did not result in significant activation differences. The three 
brain areas play a significant role in the neural implementation of mentalizing. DMPFC = 
dorsomedial prefrontal cortex, rACC = rostral anterior cingulate cortex, VMPFC = 
ventromedial prefrontal cortex.
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Formally, a reinforcement learning model is defined as

	 EV(t) = EV(t – 1) + a · d(t – 1).	 (1)

From EV(t), it is possible to calculate the subjective probability of trustworthy behavior 
at time t by dividing EV(t) by €30. In our trust game, a model with a constant learn-
ing rate (see formula (1)) would assume that the perceived trustworthiness is updated 
equally for trustworthy and untrustworthy behavior.

We fitted the reinforcement learning model for the interaction with humans and ava-
tars, and instructed each participant to rate the trustworthiness of each trustee before 
the first round of the trust game began (based solely on facial appearance). We used 
these initial ratings as the starting points of the reinforcement learning process. The 
free parameter α was fitted by minimizing the sum of squared differences between 
model predictions and a participant’s trustworthiness ratings after the fifth and tenth 
rounds.

We investigated whether learning rates were significantly different between 
the human and avatar conditions (see Table 2 for a summary of the statistics). As 
expected, we found no significant differences (t = 0.1510, df = 17, p = 0.8820), thus 
confirming H3.

Assuming a deterministic decision strategy specifying that people always choose 
the alternative that offers the higher expected value when two alternatives offer a 
higher-than-expected value, the reinforcement learning model, on average, correctly 
predicts 73.61 percent (71.51 percent) of the trust decisions in the human (avatar) 

Table 1. Brain Areas Activated in the Decision Phase (Human–Avatar)

Anatomical region
Cluster size 

(voxels)
Maximum  

z-score
MNI coordinates  

(x, y, z)

Rostral anterior cingulate 
cortex

163 4.23 –8 26 14

Lateral occipital cortex 56 3.70 –38 –66 24
Precuneus/posterior cingulate 

cortex
49 3.97 12 –54 44

Temporal pole/lateral orbitofrontal 
cortex

37 3.79 30 20 –28

Precuneus/posterior cingulate 
cortex

36 3.65 –16 –54 38

Frontal pole/ventromedial 
prefrontal cortex

32 3.90 –8 66 –12

Dorsomedial prefrontal cortex 28 3.67 –8 44 28
Frontal pole 28 3.56 –8 42 –28

Notes: MNI = Montreal Neurological Institute. There was no significant activation in the reverse 
contrast (avatar–human). The brain regions indicated in bold are summarized under the label 
medial frontal cortex (MFC); they are discussed in this article because they play a significant role 
in the neural implementation of mentalizing, a concept of high relevance in trust situations (see, 
e.g., a review by Riedl and Javor [98]).
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condition. Importantly, the predictive power of this model is significantly higher 
than chance level (human: t = 10.6540, df = 17, p < 0.001; avatar: t = 6.870, df = 17, 
p < 0.001). Further analysis regarding the robustness of our results related to H3 is 
provided elsewhere [101].

General Discussion

Measuring by means of fMRI in a multiround trust game, we investigated (1) indi-
viduals’ trustworthiness discrimination abilities in their interaction with humans versus 
avatars (H1); (2) the underlying neurobiological mechanisms, with a focus on activation 
in the MFC, a brain area well known for its importance in the neural implementation 
of mentalizing (H2); and (3) individuals’ trustworthiness learning rates (H3). First, 
based on theories from evolutionary psychology, we hypothesized that people are bet-
ter able to predict the trustworthiness of humans than the trustworthiness of avatars. 
Second, based on findings from brain imaging studies in social and cognitive neuro
science, we predicted that making decisions about whether or not to trust another actor 
will activate parts of the MFC significantly more during interaction with humans, if 
compared to interaction with avatars (in this context, also see related research from 
the field of robotics [56, 70]). Third, based on brain plasticity theory, we predicted 
that, whether interacting with humans or avatars, the trustworthiness learning rate of 
people is similar. We found support for all three hypotheses.

Trust evaluations that are based on the processing of facial information, as well 
as corresponding brain activity patterns, are phenomena in social interactions that 
provided a survival advantage during the past eras of human history. Although only 
recently have computer-mediated forms of communication and cooperation begun to 
emerge, they promise to bring revolutionary changes in the organization and interac-
tion of societies. Of particular interest for our research, the exponential increase in 

Table 2. Trustworthiness Learning Rates (Human and Avatar)

Trustworthiness learning rates
Mean  
(SD)

Sum of squared differences (constant learning rate, human) 0.2343 
(0.1322)

Sum of squared differences (constant learning rate, avatar) 0.2773 
(0.1950)

Alpha (human) 0.2139 
(0.0825)

Alpha (avatar) 0.2122 
(0.0916)

Correct model predictions (constant learning rate, human) 73.61% 
(9.40%)

Correct model predictions (constant learning rate, avatar) 71.51% 
(13.92%)
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the number of individuals who communicate and cooperate via computers and the 
Internet, and who are beginning to represent themselves in virtual worlds through 
avatars, signifies a changed understanding of interaction [7]. Genotype, which affects 
the development of social skills such as mentalizing and trustworthiness predictions, 
evolved in natural, face-to-face environments. Today’s computerized world, however, 
often lacks natural facial information. Rather, people are afforded the possibility of 
representing themselves as avatars, thereby hiding their real faces behind a mask, 
which presents opportunities to actively misrepresent themselves  [43]. Therefore, 
although interaction on the Internet may have benefits (e.g., [54]), the lack of real 
human faces in communication may serve to reduce these benefits, in turn leading to 
reduced levels of collaboration effectiveness. A main reason for this resulting condi-
tion is that the human brain is preprogrammed for face-to-face interaction, but not for 
computer-mediated interactions—in the words of evolutionary psychologist David 
M. Buss, humans “carry around a stone-aged brain in a modern environment” [16, 
p. 20].

However, despite the fact that some hardwired instincts have made humans less 
adaptive to life in a computerized world [65], one remarkable feature of the human 
brain is its flexibility. Interestingly, this powerful feature is itself an outcome of evolu-
tion [60], and this flexibility has been described as “mental meta-module . . . favored 
by natural selection” [63, p. 26]. In situations in which the environment is chang-
ing too fast for genetically coded instincts to be patterned in the brain, humans can 
nevertheless adapt to a situation in short time periods, because experience constantly 
changes the structure and/or functioning of the brain, leading to behavioral adaptions 
(e.g., [110]). Importantly, a change in the brain developed through experience is not 
a phenomenon that exclusively pertains to children; rather, the adult brain is also 
“plastic” (e.g., [67, 69]).

Despite this cognitive adaptation ability, however, the major differences between 
hardwired instincts and learned schemas is that the former require less cognitive 
effort (brain activity), and typically operate on an unconscious level (e.g., [75, 105]). 
This, in turn, leads to more freely available cognitive (brain) resources that may be 
used for other purposes, or, if not used, people may experience a lower level of cog-
nitive load. Both factors, obviously, may increase efficiency. However, even though 
learning may compensate for deficits in hardwired abilities, this compensation does 
not come without a price (e.g., cognitive effort). Kock, citing works from evolution-
ary psychology, confirms this view: “As far as human communication is concerned, 
learned circuits are unlikely to be as efficient as the hardwired circuits endowed on 
us by evolution. . . . [G]enetically coded circuits are . . . automatic, unconscious, and 
undistracted by irrelevant aspects of world knowledge” [60, p. 121].

Specific Contributions to the IS Literature

In addition to the contributions discussed in the previous section, which refer to 
people’s interaction with humans and avatars in general, and are therefore related to the 
scientific discourse in various disciplines (e.g., human–computer interaction, psychol-
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ogy, cognitive neuroscience), the present paper makes four specific contributions to 
the IS literature. First, we integrate two previously unconnected IS research domains 
based on the example of avatar research, namely IS evolutionary psychology and 
NeuroIS. Second, we generate novel insights within the domain of IS avatar research. 
Third, we create a knowledge base that is relevant for IS trust research. Fourth, in 
addition to these three theoretical contributions, this paper makes a methodological 
contribution to the IS literature. We discuss these four contributions in the following 
subsections.

Contribution 1

In this paper, we connect two previously unconnected IS research domains, namely, 
IS evolutionary psychology [61] and NeuroIS [27, 28, 97, 100, 102, 118]. Evolution-
ary psychology, in general, argues that a large number of modern brain functions 
evolved during the past millions of years, and that these functions, usually without 
conscious perception, significantly affect human performance and behavior in the 
modern, highly computerized world. Recently, IS researchers tellingly argued: “[l]et 
us remember that the person to whom we give today’s latest IS has an operating sys-
tem that has changed little in [the past] 100,000 years [and therefore] humans are the 
ultimate legacy system” [1, p. 68]. Arguments such as this substantiate the value of 
evolutionary psychology for IS theorizing.

Importantly, influential theoretical articles in the IS literature (e.g., [61]) as well as 
empirical contributions (e.g., [64]) have been published on the subject of evolution-
ary psychology, but to the best of our knowledge no previous IS study has applied 
brain imaging technology, based on a behavioral research paradigm (the trust game), 
to directly investigate the neurobiological and behavioral consequences of people 
“carry[ing] around a stone-aged brain in a modern environment” [16, p. 20]. Unlike 
previous evolutionary psychology research in the IS domain (for a collection of cor-
responding articles, see [62]; on the value of evolutionary psychology theorizing in 
the context of technology acceptance research, see [1]) that has not investigated brain 
activity as a mediating factor between genotype and a specific information-processing 
trait (here perception of human faces in the context of avatar research), we used fMRI 
to shed light on the nomological network underlying evolutionary psychology theoriz-
ing (see Figure 1). This contribution, importantly, is in line with the current call for 
the application of neuroscience theories and tools to inform IS phenomena (e.g., [27, 
28, 102]), and specifically, our study demonstrates how the behavioral and biological 
levels of analysis can be integrated to better understand the antecedents of human 
behavior toward IT artifacts such as avatars.

Generally, we investigated two constructs that have been identified as major variables 
in IS research—trust and mentalizing [27, p. 691]. Our comparative study (human 
versus avatar) therefore contributes to a better understanding of two major IS con-
cepts. Moreover, our contribution is in line with a previous review that identified a 
“neuropsychological focus” and an “evolutionary psychology lens” as important for 
IS avatar research to progress [107, pp. 440, 443].
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Contribution 2

Based on an extensive analysis of the IS literature, we could identify only a limited 
number of avatar papers (the analysis may be obtained in electronic form by request 
from the first author). Thus, avatar research, in general, is an underrepresented topic in 
the IS literature, and consequently needs more attention within the IS discipline. Against 
such a research background, our study addresses a topic that has hardly been explored, 
yet is a highly timely topic that has become increasingly important during the past years, 
mainly as a consequence of the rising pervasiveness of virtual worlds [108].

Moreover, the present paper generates valuable insights within the domain of con-
temporary IS avatar research. Our analysis of the IS avatar literature reveals that most 
empirical investigations manipulated avatar design features (independent variables) 
in order to study the resulting effects on important outcome variables. For example, 
Qiu and Benbasat [93] manipulated humanoid embodiment (avatar versus no avatar) 
and output modality (human voice versus text-to-speech versus text) in order to study 
the effects on usage intention, a relationship that is mediated by social presence and 
trusting beliefs. As another example, Hess et al. [52] studied the effects of an avatar’s 
vividness (among other features) on trusting beliefs, and hypothesized that this relation-
ship is mediated by social presence. To state a third example, Nunamaker et al. [89] 
investigated how an avatar’s gender and demeanor affects perceptions of the avatar’s 
power, trustworthiness, likability, and expertise. In addition to these experimental 
studies, qualitative research has been carried out. Mueller et al.  [86], for example, 
interviewed employees of IBM (who use the virtual world Second Life as a corporate 
knowledge management platform) in order to identify differences between interaction 
based on more traditional technologies (e.g., e‑mail) and interaction via avatars regard-
ing “knowledge and knowing activities.” Thus, this kind of research compares human 
interaction via avatars to other forms of electronic interaction.

Overall, we conclude from our literature review that previous IS avatar research either 
studied the effects of design manipulations on outcome variables or compared interaction 
via avatars with other forms of electronic communication. Despite the valuable insights 
that these studies have generated, a much more fundamental question has received little 
analysis in the IS literature, namely, the question about the differences between human 
interaction in face-to-face settings and human interaction via avatars (we could identify 
only one study [39], discussed below). We believe that examination of this question is 
fundamental, as IS research should not only compare the effects of the different forms 
of electronic communication (e.g., e‑mail, text chat, videoconferencing, avatar) but 
should also compare these various forms of electronic communication (e.g., avatar) 
with people’s natural interaction method, namely, face-to-face communication.

The significance of this topic, importantly, is even reflected in the IS avatar literature 
itself, as signified by the following statements. Mueller et al., for example, wrote: “[Sec-
ond Life] allows to share an interactive synthetic environment from a true first-person 
perspective, which is regarded as the second best alternative to the direct interaction of 
real people” [86, p. 490]. As another example, Nunamaker et al. indicated that “[w]hile 
humans are relatively good at identifying expressed emotions from other humans 
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whether static or dynamic, identifying emotions from synthetic faces is more problem-
atic” [89, p. 22]. Similarly, Franceschi et al. argue that “[e]ffective group collaboration 
requires . . . the existence of an appropriate working environment—an environment 
that makes all group members feel comfortable and fosters their participation. This is 
more difficult in distance group collaboration due to the lack of face-to-face contact . . . 
facial expressions provide rich information about the emotions and intentions of oth-
ers. For this reason, probably, executives continue to travel thousands of miles to have 
face-to-face meetings” [39, p. 84]. Finally, as further confirmation of the value of the 
present study, Davis et al. explain that “[w]hether personal focus or direct contact is 
the same in a metaverse as in face-to-face environments is yet unanswered” [25, p. 96] 
(a metaverse is a three-dimensional virtual world in which people interact via avatars). 
Considering these statements, as well as the fact that human interaction in face-to-face 
settings has hardly been compared to human interaction via avatars, our study contributes 
to closing a significant research gap in the IS avatar literature.

As mentioned, we could identify only one article in which face-to-face interaction 
was directly compared to human interaction via avatars [39]. Specifically, in this field 
study, three learning environments (a traditional face-to-face classroom setting, a 
text-based virtual learning environment such as Moodle, and an avatar interaction in a 
virtual world based on Second Life) were compared regarding their effects on student 
performance. The major result of the study is that “performance of participants in the 
virtual world learning environment is significantly better than that of the other two 
environments” [39, p. 94]. This result is not in line with our finding regarding H1, 
where we discovered a performance advantage for people’s interaction with humans, 
when compared to interaction with avatars (regarding trustworthiness discrimination 
abilities). However, the result indicating that students perform better in an avatar 
environment than in a face-to-face setting might be an artifact of sample selection; 
Franceschi et al. [39] recognize that a “novelty bias” might have affected their results. 
Specifically, “we mean that a certain technology, such as virtual worlds, attracts atten-
tion simply because it is new. This could potentially affect the students’ measured 
engagement [with potential subsequent effects on performance] . . . admittedly, most 
of the students in our study were technology novices” [39, p. 96]. However, it might 
also be possible that their result reflects the brain’s flexibility to quickly adapt to new 
environments, thereby supporting our finding regarding H3. Future studies based on 
more sophisticated experimental designs are therefore necessary for developing more 
definitive conclusions. Overall, however, the results of our study suggest that the use 
of avatars for human interaction and collaboration (e.g., virtual learning) may be less 
beneficial than previously assumed—a fact that is of particular relevance for managers, 
software engineers, and policymakers, among others.

Contribution 3

The present paper generated knowledge relevant for IS trust research. Specifically, our 
study responds to a call in a prominent research agenda paper for more investigation 
into the “longitudinal nature of trust” [46, p. 277]. In this research agenda for trust 
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in online environments, Gefen et al. explain that “[t]rust, of course, is not only about 
one-time interactions. Trust develops gradually as people interact with each other. . . . 
[T]he importance of trust as a key consideration decreases with experience [and] models 
should have examined how the importance of trust changes over time” [46, p. 277]. 
Importantly, Qiu and Benbasat [93, p. 166] made a similar recommendation for addi-
tional studies employing longitudinal designs, and their call is directly concentrated 
on avatar trust research. Obviously, such calls confirm the value of the present paper, 
particularly with respect to H3.

In this context, it is also important to discuss both swift trust and knowledge-based 
trust, two concepts that were studied in face-to-face settings and virtual teams [103]. 
Swift trust denotes high levels of initial trust in another individual without any knowl-
edge about that person, whereas knowledge-based trust denotes trust developed through 
interactions, based on the assessment of actual behavior. In their study, Robert et al. 
integrated these “two seemingly contradictory views of trust” [103, p. 242]; specifi-
cally, they manipulated team member characteristics as well as team member behavior 
to empirically test a theoretical model of trust formation and the influence of IT on 
trust formation. One major finding of their study was that perception of team member 
characteristics (ability, integrity, benevolence) dominated the initial formation of swift 
trust. However, once individuals gained knowledge, swift trust became less important 
and knowledge-based trust became dominant.

The results of the present paper are in line with the findings reported in Robert et 
al.’s [103] study; that is, subjects learned the trustees’ trustworthiness based on repeated 
interaction (knowledge-based trust), and this affects the relevance of initial trustwor-
thiness assessments (swift trust). A major difference between these two examinations 
is, however, the methodological approach to study swift trust and knowledge-based 
trust. While Robert et al. used “simulations of real events” (referred to as “vignettes” 
in the scientific literature [103, p. 251]), we investigated actual behavior, based on 
the trust game. Thus, our study overcomes a major limitation of Robert et al.’s study: 
“subjects could potentially respond differently to a hypothetical scenario [and] vignettes 
are sometimes not as powerful a manipulation as traditional experiential experi-
ments” [103, p. 267]. However, despite the fact that vignettes cannot substitute for the 
investigation of actual behavior, Robert et al.’s study makes a substantial contribution 
to the IS literature, and we consider our experiment as a valuable complement to this 
prior investigation. Moreover, the value of our study is further substantiated by Robert 
et al., who indicate in a section on the implications of their study for future research 
that “we believe that more research is needed on swift trust and the factors that influ-
ence initial trust judgments before knowledge of behaviors has been gained” [103, 
p. 267, emphasis added]. Obviously, an interaction partner’s face—the thematic focus 
of the present paper—is such a factor.

Contribution 4

Neurobiological research on trust is typically based on definitions and measurements 
that are different from the conceptualizations used in the IS literature. McKnight and 
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Chervany  [80] analyzed trust definitions used in 65 publications, and categorized 
them by conceptual type. They found that trust is often conceptualized as belief or 
intention in the IS literature, and that other conceptualizations are used less frequently. 
Moreover, the study lists corresponding operationalizations, thereby providing a valu-
able basis for the development of survey instruments. If trust is conceptualized as a 
belief, for example, it could be operationalized along characteristics of a trustee (e.g., 
benevolence, integrity, and competence), and possible measurement items could be, 
for example, “I believe that [the trustee] would act in my best interest,” “If I required 
help, [the trustee] would do its best to help me,” and “[the trustee] is interested in my 
well-being, not just its own” (e.g., [80]). Importantly, in the present paper we base 
trust measurements on observations of actual behavior (i.e., investment in the trust 
game). Hence, our measurement approach differs from that in many other IS trust 
studies, including those in the avatar domain, where trust measurement is either based 
on people’s beliefs or intentions (survey and interview data; see [52, 86, 89, 93]) or 
on hypothetical scenarios (vignettes; see [103]). By measuring actual behavior, we 
are making a methodological contribution to the IS literature, thereby complementing 
the existing set of measurement approaches.

Future Work and Limitations

A possible avenue for future research would be to vary the degree of humanlike-
ness of avatars. For the present study, we used avatars that have a medium degree of 
humanlikeness (i.e., they are not completely simplistic cartoon-like characters, nor 
are they photorealistic portrayals; see Figure 2). It would be reasonable to assume 
that avatars with increasing humanlikeness should trigger brain activation patterns 
monotonically more similar to that of real humans. Research suggests, however, that 
such an assumption would be too simplistic, because as avatars approach photorealistic 
perfection but do not fully accomplish it, they cause humans to feel negative emotions 
(e.g., [24]) that neurologically resemble distrust reactions (e.g., [26]). This effect is 
referred to as the uncanny valley effect (e.g., [47, 77, 83]).

The participants in the present study had no information about whether or not the 
avatars represent actual humans, but were advised that the trustees would be unrespon-
sive to their playing strategy, and that the character of each determines trustworthiness. 
Thus, another useful extension of our research could be to add an experimental condi-
tion in which participants are told that the avatars represent real humans (e.g., [5]). 
Such a manipulation could affect both trust behavior and activation in mentalizing 
brain areas, which would have far-reaching practical implications, for example, with 
respect to reputation mechanisms and the resulting collaboration effectiveness (for 
details, see [35, 42, 55, 88, 94]).

In our discussion of the theoretical rationale for H3, we indicated that learning 
is always accompanied by changes in the nervous system. Thus, learning can be 
studied at various analytical levels, ranging from observable behavioral changes to 
alterations in molecular structure. In the present study, our research focus was on the 
behavioral level. Consequently, future studies should adopt the neurobiological level 
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to examine learning of another agent’s trustworthiness (human or avatar). Voxel-based 
morphometry (VBM), for example, has recently been suggested in the IS literature 
as an appropriate tool for such studies [102], because this tool makes it possible to 
track gray matter density changes induced by learning processes within an individual 
(e.g., [30, 31]).

As is common in scientific research, the present fMRI study has limitations that 
should be taken into account. First, the interpretation of our empirical findings is 
based on a simple game-playing task in a controlled laboratory environment. Second, 
during the experiment, the participants were required to lie still and were restrained 
with pads to prevent motion during measurement sessions. Therefore, the experimen-
tal situation was relatively artificial, because in real-life conditions users typically 
sit in front of their computers. Accordingly, future IS avatar studies could measure 
users’ psychophysiological responses (e.g., skin conductance, heart rate) to reduce 
experimental artificiality. Third, the present study investigates activation of mental-
izing brain mechanisms by using static pictures of humans and avatars. Indeed, we 
found activation in a network spanning the MFC. However, inferring another actor’s 
thoughts and intentions is not based solely on the act of processing static informa-
tion. Motion (e.g., gestures) has also been demonstrated to enable inferences regard-
ing another actor’s mind (e.g., [42]). Future investigations could replicate our study 
using nonstatic stimulus material. Considering recent findings regarding the positive 
effects of both visual and behavioral realism of avatars on outcome variables such as 
affect-based trustworthiness (e.g., [12, 49, 92]), we hypothesize that, for an avatar, 
an increased level of humanlikeness that is induced by nonstatic information (e.g., 
gestures or animated facial expressions) could reduce the neurobiological differences 
between humans and avatars in mentalizing circuits [84]. In this context, one study [45] 
has already found that the mirror neuron system—which transforms observed actions 
into the neural representations of these actions—responds to both human and robotic 
actions, with no significant differences between these two agents.

Despite the limitations demonstrated by the range of important issues not addressed 
here, however, we believe that the present study contributes to a better understanding 
of trust and mentalizing in IS research, and holds significant value as a preliminary 
study for those that will build on the investigative line that we open here.

Concluding Comments

Trust and mentalizing are of essential value for social interaction [98]. From an 
evolutionary viewpoint, trust has been critical for survival over millions of years [21]. 
Most significantly, throughout history humans have faced risks related to trust, as trust 
in individuals who turned out not to be trustworthy has resulted in loss and even in 
death. Moreover, as a correlative condition for humans, being part of a social group 
has supported survival [76]. The division of basic human activities (e.g., one group 
member takes care of food acquisition, another provides protection from adversarial 
groups, and another cares for offspring) has resulted in a greater certainty of survival, 
while social groups without this structure have not achieved the same result. Most 
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notably, the division of activities among group members implies cooperative behavior, 
which is strongly based on trust and mentalizing. Bearing these explanations in mind, 
it becomes clear that trust and mentalizing are intriguing—and essential—social phe-
nomena that have evolved in order to secure the survival of humankind. The human 
face, in particular, has served as a reliable source of information for the prediction 
of another individual’s trustworthiness, and for the consequent increased fitness for 
survival. Slowly, a trait for processing human facial information has been encoded in 
human genetic makeup. The recent emergence of computer-mediated forms of com-
munication and cooperation, however, and most particularly the advent of avatars, 
promises to bring revolutionary changes in the organization and interaction of societ-
ies. Whatever new forms of social and economic interaction will confront society in 
the future, humans hold the ability to cope with the challenges, because evolution has 
endowed us with a remarkable, flexible brain.
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Appendix 

We acquired 2 runs of 690 functional T2*-weighted echoplanar images (EPI) [TR 
[repetition time], 2 s; echo time (TE), 40 ms; flip angle, 90°; field of view, 256 mm; 
matrix, 64  ×  64  mm; 26 axial slices approximately parallel to the bicommissural 
plane; slice thickness, 4 mm]. In addition, for registration purposes, a high-resolution 
T1-weighted structural image (MPRAGE) was acquired from each participant [TR, 
20 ms; TE, 5 ms; flip angle, 30°; 179 sagittal slices; voxel size, 1 × 1 × 1 mm]. Initial 
analysis was performed using the FSL toolbox from the Oxford Centre for fMRI 
of the Brain (www.fmrib.ox.ac.uk/fsl/). The image time-course was first realigned 
to compensate for small head movements. Data were spatially smoothed using an 
8 mm full-width-half-maximum Gaussian kernel and were temporally filtered using 
a high-pass temporal filter (with sigma = 100 s). Registration was conducted through 
a two-step procedure, whereby EPI images were first registered to the MPRAGE 
structural image and then to standard MNI (Montreal Neurological Institute) space 
(MNI152_T1_2mm_brain), using 7 parameters for the first registration step and 12 
parameters for the second. Statistical analyses were performed in native space, with the 
statistical maps normalized to standard space prior to higher-level analysis. Statistical 
analysis of functional data was performed using a multilevel approach implementing 
a mixed-effects model treating participants as a random effect. This was initially per-
formed separately for each participant’s concatenated runs. Regressors-of-interest were 
created by convolving a rectangular function representing stimulus duration times with 
a canonical (double-gamma) hemodynamic response function. Time-series statistical 
analysis was carried out using FILM (FMRIB’s Improved Linear Model) with local 
autocorrelation correction. The functional analysis was based on two regressors-of-
interest and four regressors-of-no-interest. Two binary regressors modeled the decision 
phase. The first regressor represents the decision in the human condition, whereas the 
second regressor models the decision in the avatar condition. The durations of the two 
regressors correspond to the decision time, which was three seconds in all cases. The 
final four regressors-of-no-interest modeled the trustworthiness ratings for humans 
and avatars as well as the outcome presentations for both conditions. On the group 
level (second level of analysis), we integrated the results from the single-subject level 
(first level), again applying a general linear model. One binary regressor modeled a 
constant effect of all the first-level parameter estimates on the group level.
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